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Self introduction

§ Position
§ Assistant professor at the department of statistics and data science

§ Education
§ Shanghai Jiao Tong University, PhD in computer science
§ Shandong University, bachelor’s degree in software engineering

§ Research experience
§ CUHK, Tencent, MSRA, Alibaba Damo Academy…

§ Office hour
§ 10:00-12:00, every Wednesday @ Room 315, Business School Building
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How am I related to ML?
§ Research Interests

§ Interactive machine learning
§ Bandit algorithms
§ Online learning
§ Reinforcement learning

§ Have published 10+ papers on top ML conferences 
ICML/NeurIPS/ICLR/COLT…

§ Also the reviewer for ICML/NeurIPS/ICLR…

§ Was recipient of Baidu Scholarship 2023
§ 10 graduate students worldwide in the field of Artificial Intelligence
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Course staff

§ Teaching assistants
§ Yunshan Li (李芸珊)
§ Email: 12331105@mail.sustech.edu.cn
§ 2nd year PhD student
§ Research on Low-rank Tensor Modeling
§ Office hour: Thursday 14:00-16:00 @ Room 342, Business School Building

§ Qiqian Li (李其谦)
§ Email: 12431478@mail.sustech.edu.cn
§ 1st year PhD student
§ Research on Financial Machine Learning
§ Office hour: Thursday 14:00-16:00 
§ Room 337, Business School Building

§ Haoran Tang (唐浩然)
§ Email: 12432698@mail.sustech.edu.cn
§ 1st year master's student
§ Research on Expensive Evolutionary Algorithm
§ Office hour: Wednesday 14:30-16:30
§ Room 648, College of Engineering, South Tower
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Grading

§ Assignments (20%)
§ About 3 written assignments

§ Project (40%)
§ Final Exam (40%)

§ Discount for late submissions
§ Final score = original score * (1 – 0.1*number of days late)
§ Submissions more than 5 days late will not be accepted
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Course project

§ We encourage you to form a group of 1-3 people
§ Same criterion for 1-3 people

§ All topics related to ML are ok
§ List of potential topics

§ Natural Language
§ Computer Vision
§ Machine Learning Theory
§ Reinforcement Learning
§ Finance & Commerce……

§ More submission requirements would be released later 6



References

§ Main reference: 
§ Stanford CS229 Lecture Notes
§ https://cs229.stanford.edu/main_notes.pdf by Andrew Ng and Tengyu Ma

§ Others
§ Reinforcement Learning: An Introduction by Richard S. Sutton and Andrew G. Barto
§ Pattern Recognition and Machine Learning by Christopher M. Bishop
§ Elements of Statistical Learning by Travor Hastie, Robert Tibshirani, Jerome 

Friedman
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Resources

§ Blackboard: 
§ All resources (announcements, slides, assignments, grades, etc.) posted here
§ Also the course webpage (schedule and slides, announcements)

§ WeChat Group
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Collaboration and academic dishonesty

§ Discussions are encouraged

§ Independently finish your assignment

§ Same solutions will be reported
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Definition of Machine Learning

Arthur Samuel (1959): Machine Learning is the 
field of study that gives the computer the ability 
to learn without being explicitly programmed.

10Photos from Wikipedia



Definition of Machine Learning
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Tom Mitchell (1998): a computer program is
said to learn from experience E with respect
to some class of tasks T and performance
measure P, if its performance at tasks in T, as
measured by P, improves with experience E.

Experience (data): games played by the
program (with itself)
Performance measure: winning rate

Image from Tom Mitchell’s homepage



AI definition by John McCarthy

§ What is artificial intelligence
§ It is the science and engineering of making intelligent 

machines, especially intelligent computer programs

§ What is intelligence
§ Intelligence is the computational part of the ability to 

achieve goals in the world

http://www-formal.stanford.edu/jmc/whatisai/whatisai.html 12



Difference between AI and ML

§ AI is a bigger concept to create intelligent machines to achieve objectives
§ Machine learning is an application or subset of AI that allows machines to 

learn from data without being programmed explicitly

§ Example of AI but is not ML
§ A* search algorithm

https://www.javatpoint.com/difference-between-artificial-intelligence-and-machine-learning 13



§ A simplistic view based on tasks

Taxonomy of ML
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§ A simplistic view based on tasks

Taxonomy of ML
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Supervised Learning

16



House Price Prediction
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House Price Prediction
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Some lectures : Fitting linear/quadratic/neural functions to the dataset



More Features
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High-dimensional Features
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Some lectures: Select features based on the data



Regression vs Classification
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Some lectures: Classfication



Supervised Learning in Computer Vision

22ImageNet Large Scale Visual Recognition Challenge. Russakovsky et al.’2015



Supervised Learning in Computer Vision

23ImageNet Large Scale Visual Recognition Challenge. Russakovsky et al.’2015



Supervised Learning in Natural Language Processing
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Unsupervised Learning
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Unsupervised Learning
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Clustering
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Clustering
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Some lectures: k-means clustering, mixture of Gaussians



Clustering Genes
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Identifying Regulatory Mechanisms using Individual Variation Reveals Key Role for Chromatin 
Modification. [Su-In Lee, Dana Pe'er, Aimee M. Dudley, George M. Church and Daphne Koller. ’06]



Latent Semantic Analysis (LSA)
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Some lectures: principal component analysis (tools used in LSA)

https://upload.wikimedia.org/wikipedia/commons/6/6e/Topic_detection_in_a_document-word_matrix.gif



Word Embeddings
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Word2vec [Mikolov et al’13]
GloVe [Pennington et al’14]



Clustering Words with Similar Meanings

32[Arora-Ge-Liang-M.-Risteski, TACL’17,18]



Large Language Models

§ Machine learning models for language learnt on large-scale 
language datasets

§ Can be used for many purposes

33https://openai.com/chatgpt/overview/



Reinforcement Learning
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Reinforcement Learning

§ Learning to make sequential decisions
§ decisions vs predictions
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AlphaGo
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Reasoning Capability in LLMs
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Example: Learning to Walk

Initial
[Video: AIBO WALK – initial][Kohl and Stone, ICRA 2004]



Example: Learning to Walk

Finished
[Video: AIBO WALK – finished][Kohl and Stone, ICRA 2004]



The Crawler!

[Demo: Crawler Bot (L10D1)] 



Video of Demo Crawler Bot



Reinforcement Learning
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§ A simplistic view based on tasks

Taxonomy of ML
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Other Learning Settings
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Other Learning Settings

§ Semi-supervised
§ Weakly supervised
§ Multi-task
§ Transfer
§ Few-shot
§ Zero-shot
§ Federated
§ …… 
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Semi-supervised Learning
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Weakly Supervised Learning
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Multi-task Learning
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Transfer Learning
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Transfer Learning
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Few-Shot Learning
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Zero-Shot Learning
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Federated Learning

53https://www.geeksforgeeks.org/collaborative-learning-federated-learning/



Topics in this course

§ Supervised learning
§ Unsupervised learning
§ Reinforcement learning

§ Introduction to learning theory
§ Bias variance tradeoff
§ Feature selection

§ Broader aspects of ML
§ Fairness/robustness
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